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ABSTRACT

In this paper, we propose a novel technique for unsupervised
text binarization in handwritten historical documents using k-
means clustering. In the text binarization problem, there are
many challenges such as noise, faint characters and bleed-
through and it is necessary to overcome these tasks to increase
the correct detection rate. To overcome these problems, pre-
processing strategy is first used to enhance the contrast to im-
prove faint characters and Gaussian Mixture Model (GMM)
is used to ignore the noise and other artifacts in the handwrit-
ten historical documents. After that, the enhanced image is
normalized which will be used in the postprocessing part of
the proposed method. The handwritten binarization image is
achieved by partitioning the normalized pixel values of the
handwritten image into two clusters using k-means clustering
with k = 2 and then assigning each normalized pixel to the one
of the two clusters by using the minimum Euclidean distance
between the normalized pixels intensity and mean normalized
pixel value of the clusters. Experimental results verify the ef-
fectiveness of the proposed approach.

Index Terms— Handwritten text binarization, image pro-
cessing, k-means clustering, document images.

1. INTRODUCTION

Recently, handwritten document images have become a major
research subject in the areas of image processing and pattern
recognition to resolve different handwritten image problems.
Amongst these problems, handwriting binarization is one of
the most important and challenging problem in the handwrit-
ten document images and it has been used in many applica-
tions such as text observation, segmentation, character detec-
tion and recognition [1, 2, 3, 4]. However, historical docu-
ment images may be affected with various factors which may
reduce the handwriting legibility and cause the degradation on
the handwritten images. Some of these factors are character-
istics of digital camera, noise, different lighting conditions,
deterioration and faint handwriting on documents. Current
handwriting binarization methods have mostly ignored such
important factors in their methods which are often observed

on images and this may cause reducing the accuracy rate of
character recognition when they are applied to the historical
document images. Therefore, it is necessary to take into ac-
count these factors in the handwritten binarization method for
removing the artifacts for better binarization of handwritten.

Text binarization is defined as the process of finding set
of text and non-text pixels on the document images. The set
of pixels which comprise the binary image are obtained by
using the handwritten image. Many methods have been pro-
posed and developed to find the text binarization through the
document images. The existing methods are usually based on
thresholding approaches and they are mainly classified in two
different categories, namely global and local. Global thresh-
olding methods use a single threshold value which is applied
to the whole image. On the other hand, local thresholding
methods find a local thresholding value based on the statistics
and parameters within a moving window (e.g. mean µ, stan-
dard deviation σ). For instance, Otsu [5] proposed a general
thresholding method to obtain the binary image and Moghad-
dam et al. [6] improved the general thresholding text binariza-
tion method. In [7], local thresholding based text binariza-
tion approach is proposed which estimates local statistics of
pixel intensities within a window and adapts the local thresh-
old according to those local statistics. However, the method
fails to remove the noise in the binary text image. Sauvola
et al. [8] proposed adaptive document image binarization
which is based on the local thresholding approach to deter-
mine the binary image and decrease the noise but the correct
text detection rate is also low under strong undesired artifacts
in the document images. In [9], edge-based local threshold-
ing method is proposed to create the handwritten binary im-
age and it uses several steps to achieve the result. Besides
this, self-training learning-based document image binariza-
tion method is proposed in [10] and the method first divides
document image pixels into three different groups which are
foreground pixels, background pixels and undesired pixels.
After that, proposed learning-method is trained from the given
document images and undesired pixels are classified using
the learned pixel classifier. The method is successful to cre-
ate document image binary but training the decision making



Fig. 1. Block diagram of the proposed method.

method is not an efficient approach. Furthermore, many other
text binarization methods have been presented to create binary
text image [11, 12, 13, 14]. Generally, thresholding methods
have ability to detect the clear handwritten on the document
image but they are unable to detect the faint characters or to
remove the noise successfully. Therefore, using thresholding
methods on handwritten document images may not provide
effective results because of noise, faint characters and bleed-
through.

In this paper, a novel technique is proposed for unsu-
pervised text binarization in handwritten documents using
k-means clustering. Unsupervised text binarization technique
mainly uses the automatic analysis of handwritten document
images and it is not necessary to train the system for the
learning process of classifiers. In the proposed method, bi-
nary document image is created by using both pre-processing
and postprocessing methods which are as follows: 1) Con-
trast enhancement and noise removal method; 2) Normal-
ization of pixel values; and 3) k-Means clustering. In the
proposed method, the contrast enhancement is first applied
to the document image to improve the faint characters and
then, Gaussian Mixture Model (GMM) is used to ignore the
noise on the enhanced document image. In the final step of
the pre-processing, each document image pixel is normalized
and normalized pixel values are partitioned into two clusters
using k-means algorithm. Each cluster is represented with
a mean of normalized pixel values. After that, handwritten
binary image is achieved by assigning each pixel of the nor-
malized image to the one of the clusters according to the
minimum Euclidean distance between its normalized pixel
value and mean normalized pixel values of the clusters. Sim-
ulation results demonstrate an improvement of correct text
binarization rate comparing to the state-of-the-art methods.
Numerical experiments, on different handwritten document
images, illustrate the effectiveness and efficiency of the pro-
posed approach.

The rest of the paper is organized as follows. In Section
2, we describe the steps of our proposed method. Section
3 demonstrates the performance of the proposed approach.
Section 4 concludes the paper.
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Fig. 2. Different handwritten image examples, (a) Good qual-
ity, (b) Bad quality, (c) Histogram of good quality of image in
(a), (d) Histogram of bad quality of image in (b).

2. PROPOSED METHOD

Let us consider a handwritten document imageX = {x1(i, j)|
1 ≤ i ≤ H, 1 ≤ i ≤ W}, with a size of H ×W . The pur-
pose of the proposed method is to create a handwritten binary
image that represents important (text) and unimportant (non-
text) pixels occurred on the handwritten document image.
The text binarization problem can be modeled as a binary
classification problem and it is defined as:

Xb(i, j) =

{
0, text pixel
1, non-text pixel (1)

where i and j are the pixel coordinates of X , Xb denotes the
binary text image, ’0’ indicates that there is a text pixel in-
tensity for the corresponding pixel but ’1’ indicates that there
is no text pixel value on the document image. Obtaining the
binary text image is a very complex problem. Therefore, we
propose a new method to create binary text image from the
handwritten document image. Let ∆ = {at, ant} be the set of
classes associated with important (denoted by at) and unim-
portant (denoted by ant) pixels on the image X . The pro-
posed approach has three important steps to assign the pixel
intensity values into two different clusters ∆ = {at, ant}, as
shown in Fig. 1. In order to achieve the result, following
steps are used: 1) Contrast enhancement and noise removal
method; 2) Normalization of pixel values; 3) k-Means clus-
tering technique with k = 2 to cluster the normalized pixel
values into two clusters corresponding to at and ant.

2.1. Contrast Enhancement and Noise Removal Method

In order to increase the correct text detection rate, it is nec-
essary to enhance the quality of text on the images because



(a) (b)

Fig. 3. Handwritten image using contrast enhancement, (a) Il-
lustration of enhanced bad handwritten image, (b) Histogram
of the enhanced handwritten image.

using faint characters in the unsupervised method will cause
failing to detect the text. For instance, Fig. 2 shows two dif-
ferent handwritten document images. Fig. 2(a) has a high
quality text image which is clear to observe and recognize the
handwritten on the document image. On the other hand, an-
other handwritten document image, shown in Fig. 2(b), has
faint characters which are difficult to observe and recognize.
Faint characters can be appearing broken or blurred on the
image and this will cause reducing the correct detection rate
of handwritten binarization. Besides this, histograms of two
different image, shown in Figs. 2(c) and (d), indicate that
it is necessary to apply contrast enhancement method to im-
prove the faint characters on the document image shown in
Fig. 2(b). Proposed method was combined with the modi-
fied histogram for contrast enhancement (MHCE) [15] to en-
hance the handwriting image. By enhancing the contrast of
an image, shown in Fig. 2(b), will also improve the unde-
sired artifacts on the image such as noise. In order to over-
come the noise problem, background of the original image is
combined with the foreground of the enhanced handwritten
document image by using Gaussian Mixture Model (GMM)
to ignore the noise on the background of the enhanced hand-
written document image. Thus, the faint characters enhanced
and improved, and various noises are ignored on the resulting
image as shown in the histogram in Fig. 3(b).

2.2. Normalization

Another step of the proposed method is to normalize the input
image X and normalized image Xn is defined as each pixel
value of X is divided by the maximum pixel value of all pixel
intensities of the input image X . Normalized image Xn can
be defined as follows:

Xn(i, j) = X(i, j)/m (2)

where m is defined as the maximum pixel value of all pixel
intensities of X . As a result, the normalized pixel intensities
will be in the region of [0,1] and it will be used in the post-
processing of the proposed method.

2.3. Unsupervised based Document Image Binarization

After estimating the normalized image, unsupervised algo-
rithm is used to make the decision whether the corresponding
pixel intensity is text pixel or non-text pixel. To make the de-
cision, we used k-means clustering method as a final step of
the proposed method for creation of handwritten binary image
which is an efficient and fast unsupervised learning approach
[16]. The purpose of the clustering method is to partition the
normalized pixel intensities into two different clusters for cre-
ation of binary image. In the proposed method, k is consid-
ered as 2 because the purpose of the method is to cluster the
pixel intensities of the input image into two clusters and text
pixels are represented as black pixel intensities and non-text
pixels are represented as white pixel intensities in the result-
ing image. Thus, handwritten binary image is generated by
using the unsupervised approach. In order to apply k-means
algorithm, we will use two inputs which are the normalized
pixel values and the number of clusters. Let µt and µnt be the
two cluster means of normalized pixel intensities for text at
and non-text ant classes, respectively. First, two mean values
of two clusters are randomly chosen and the normalized pixels
are labeled as text or non-text pixels by using the Euclidean
distance technique [16]. Thus, labeled pixels are partitioned
into two clusters and then update the mean values of two clus-
ters over the normalized image. The process continues until
no changes in the clusters are detected. The expectation is that
the values of the normalized pixels to the µt are smaller than
the values of normalized pixels to the µnt. The unsupervised
thresholding approach is mathematically defined as follows:

Xb(i, j) =

{
0, Wt ≤Wnt

1, otherwise (3)

where,

Wt = (xn(i, j)− at)2,Wnt = (xn(i, j)− ant)2 (4)

where xn(i, j) is the normalized pixel value of Xn at the
pixel coordinates i and j. Using equations 3 and 4, the clus-
ter whose pixels have lower average value in the normalized
image is assigned as the at class, and the other cluster is as-
signed as ant class. Note that, at cluster is assigned as ”0”
pixel value which indicates that the corresponding pixel loca-
tion involves a text pixel value and ant cluster is assigned as
”1” pixel value which indicates that the corresponding pixel
location involves a non-text pixel value.

3. EXPERIMENTAL RESULTS

To assess the qualitative and quantitative performance, pro-
posed method was compared with the other text binarization
methods which are OTSU [5] and local based thresholding
approach [7]. In the first experiment, we use two different
handwritten document images which are good and bad qual-
ity of images, shown in Fig. 4(a) and (b), respectively. As



Method
Good Bad Enhanced Good Enhanced Bad

PFA PMD PTE PFA PMD PTE PFA PMD PTE PFA PMD PTE

Proposed Method 12.6 17 29.6 26.2 24.5 50.7 10.3 4.2 14.5 11.2 2.1 13.3
Otsu [5] 23.4 40.3 63.6 42.2 38.2 80.4 37.2 13.2 50.4 22 21.8 43.8
Niblack [7] 35.6 23 68.6 33.3 24.6 57.9 22.6 10.3 32.9 17.2 12.3 29.5
Avg. 23.86 26.86 53.93 33.9 29.1 63 23.36 9.23 32.6 16.8 12.06 28.86

Table 1. Quantitative measures on different test images, shown in Fig. 4.
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Fig. 4. Qualitative handwritten binarization results by using different handwritten binarization methods on handwritten test im-
ages, (a) Original good quality of handwritten image, (b) Original bad quality of handwritten image, (c) Contrast enhancement
of good quality of handwritten image, (d) Contrast enhancement of bad quality of handwritten image, (e) Proposed method by
using 10 iterations, (f) Proposed method by using 1000 iterations, (g) Global thresholding based binarization method [5], (h)
Local thresholding based binarization method [7].

shown in Fig. 4(c) and (d), the input images are improved by
using the contrast enhancement method. The binary images
in the second and third column of Fig. 4 are the resulting im-
ages by using the proposed unsupervised method with 10 and
1000 iterations in k-means clustering, respectively. Fig. 4(g)
shows the result by the OTSU text binarization method [5],
where black pixels denote the text pixels and white pixels de-
note the non-text pixels. Results by using Niblack method [7]
are given in Fig. 4(h).

Compared with the result in [5], we can see that most text
pixels are detected by using the proposed method. For exam-

ple, for the image in the third row and third column in Fig. 4,
almost all text regions are correctly detected as the text pixels
from the input image by using the proposed method, while the
most text pixels are missed by the method in [5]. The other re-
sults of the Otsu thresholding method [5] are shown in Fig. 4,
which provide the worst performance comparing to the results
of the proposed method and local thresholding method. Gen-
erally, the proposed method provides the best performance
comparing to the other text binarization methods because it
improves the handwritten text by using the contrast enhance-
ment method and removes artifacts on the document image



while other methods suffer from these artifacts, and global
and local-based thresholding methods are unable to provide
accurate results in terms of finding text pixels on the docu-
ment images.

3.1. Quantitative Results

In order to understand and analyze the performance of the
proposed handwritten binarization method, quantitative ex-
periments have been used on different handwritten docu-
ment images. We evaluated the results by applying quan-
titative experiments on the input test images together with
their ground truth handwritten binary images. Once the bi-
nary handwritten binary image has been obtained by using
the proposed method, the quantities which are false alarm
rate (PFA), missed detection rate (PMD) and total error rate
(PTE) are used to obtain the results to compare between the
estimated binary handwritten binary image and the ground
truth handwritten binary image. The metrics are mathe-
matically defined as follows: PFA = FA/Nn × 100 and
PMD = MD/Nt × 100, in which FA is the number of
the non-text pixels that are incorrectly obtained as the text
pixels, and MD estimates the number of text pixels that are
incorrectly detected as the non-text pixels. The sum of both
quantities forms TE such that PTE = PFA + PMD with
Nn and Nt denoting the total number of non-text and text
pixels in the ground-truth binary image, respectively.

Table 1 illustrates the quantitative results for different
handwritten document images, shown in Fig. 4, and they are
computed using quantitative metrics. Based on the results,
we can see that the average value of four PTE values for the
results in [7] is 47.23%. For the results of the OTSU thresh-
olding method in [5], the average value of four PTE values
is 59.55%. The proposed method provides better results in
terms of finding text and non-text pixels in different document
images with the average value of four PFA and four PMA are
15.07% and 11.95%, respectively. Besides this, the average
value of four PTE values for the proposed method is 27.02%.
As a result, the lowest total error PTE is estimated by using
the proposed method and the highest accuracy rate of text and
non-text detection is achieved by using the proposed method.

In the second experiment, implemented methods were ap-
plied to ten different handwritten document images to ob-
tain the binary text images. Table 2 illustrates the average
computative results of ten different binary text images by us-
ing the quantitative experiments. Based on the results, pro-
posed method is the best performing approach of the com-
parison, with the average false alarm rate PFA, missed alarm
rate PMD and total error rate PTE of 14.2, 13.5, and 27.7, re-
spectively. According to the results, it is clearly seen that the
lowest quantitative results are estimated by using the OTSU
thresholding method [5]. Consequently, the highest correctly
detection rate of text pixels is achieved by using the proposed
method.

Method PFA PMD PTE

Proposed 14.2 13.5 27.7
Otsu [5] 23.2 36.9 60.1
Niblack [7] 21.4 26.1 47.5

Table 2. Quantitative measures on ten different test images.

4. CONCLUSION

In this paper, we have presented a new unsupervised method
to find text and non-text pixels over the handwritten docu-
ments. Our algorithm consists of three main steps. First, a
preprocessing method is applied to the input document im-
ages to enhance the contrast of the text, to remove the noise
and normalize the pixel intensities. The final step is used
as an unsupervised method to detect the text pixels and non-
text pixels from the normalized pixel intensities. By running
the k-means clustering approach as a post-processing of the
method, text pixels and non-text pixels from the normalized
pixel intensities are partitioned into two different clusters. Fi-
nally, handwritten binary image is achieved by assigning the
text pixels as black pixel values and non-text pixels as white
pixel values. The proposed method presented in this paper
finds the text pixels effectively and qualitative and quantita-
tive tests on different data sets show that our method remark-
ably reduce the detection error rate comparing to the state-of-
the-art text binarization methods.
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